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1. INTRODUCTION 

Crying is a newborn's early form of communication. Many individuals are unable to recognise a baby's intention from cry 
sound unless they have the appropriate training or expertise, such as nurses, paediatricians, and childcare professionals 
(1). The non-invasive technique of analysing baby cries for medical diagnosis in clinical settings is gaining popularity. 
Attention has been drawn to the complexity and dynamics of baby cries for their potential to diagnose health issues without 
the need of invasive techniques (2-3). The analysis of a baby's cry is based on listening to the audio signal and analysing 
its shape and spectrogram, which requires clinicians with extensive training. However, the subjective nature of listening to 
a baby's cries can lead to inconsistent and potentially incorrect diagnoses, especially when managed by different 
caretakers, in less-than-ideal conditions, or in a short amount of time (4). 

Baby cries are non-linear, indicating that they do not conform with traditional statistical models or reflect a predictable 
pattern (5). The varied dynamics of baby cries refer to the various elements that may add to the cry, including pitch, volume, 
and duration, which can rapidly and unpredictably change (5). The issue of cry recognition has already been addressed in 
the literature; numerous approaches to the problem have been proposed, and numerous corpora have been used to 
evaluate them (6). Previous research has delved into this field, employing a variety of techniques and strategies to address 
the difficulties as shown on Table 1. 

Due to advances in child development, baby screams are no longer a mystery; babies cry in specific ways to express 
specific needs that may require the attention of a caretaker. However, mastering these specific expressions takes time and 
can be challenging (7). Current research focuses on the learning of baby language to know their intention. Since Pricilla 
Dunstan discovered patterns in her baby's cries and founded the Dunstan Baby Language (DBL) program, this involves 
identifying a baby's underlying need as communicated through weeping. The original DBL classified five fundamental 
needs: colic, diaper, burp, appetite, and discomfort. Recent research indicates that a growing diversity of newborn cries 
now necessitates the representation of distinct wavelets. 

Abstract:  
Crying is a crucial means of communication for newborns, crying is a newborn's early form of communication. Many 
individuals are unable to recognise a baby's intention from cry unless they have the appropriate training or expertise, 
such as nurses, paediatricians, and childcare professionals. Accurately interpreting a baby's cry can be challenging. In 
this research paper, the study uses a method for classifying baby crying sounds using a Convolutional Neural Network 
(CNN) and the dataset includes belly pain, burping, discomfort, hungry, and tired for total of 3,495 one-second-long 
audio clips. The research methodology involves preprocessing the audio data, extracting Mel-Frequency Cepstral 
Coefficients (MFCC) as features, and training the CNN model. To determine the optimal architecture, two different 
configurations of the CNN model are evaluated. The settings for both configurations are the same, except for the layers. 
The first configuration utilizes 100, 200, and 100 neurons for the respective layers, while the second configuration 
employs 256, 512, and 256 neurons for each layer. the results have already been evaluated that the second 
configuration, with deeper and more complex layers, achieves higher accuracy (86%) compared to the first 
configuration (84%). The study demonstrates the effectiveness of CNNs in classifying baby cries and highlights the 
importance of model architecture in achieving accurate classification results. Future research could explore larger and 
more diverse datasets to improve generalizability. 
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In accordance with a similar way of thinking, this study proposes an approach with the potential to enable a machine 
to comprehend the complex meaning communicated by an infant's cry. The cry emitted by babies is influenced by their 
physiological and psychological state, as well as external or internal stimuli (8). Furthermore, the vocalisation of baby might 
serve as an indicator for the presence of pathological conditions, enabling early detection and intervention, which is crucial 
for the well-being of the infant (9). 

 
Table 1. Previous studies focused on classifying infant crying sounds. 

First author Dataset Features Classifiers Accuracy 

Felipe et al. 
(10) 

iCOPE (pain vs. no 
pain) 

Mel Scale (MS), MFCC, Constant-Q 
Chromagram (CQC), Local Binary 
Pattern (LBP), Local Phase 
Quantization (LPQ), Robust Local 
Binary Pattern (RLBP) extracted from 
spectrogram 

SVM 71.68% 

Franti et al. 
(11) 

Dunstan Baby 
Database (pain, 
hunger) 

Spectrogram CNN 89% 

Liu et al. (12) NICU recorded (draw 
attention cry, diaper 
change needed cry, 
and hungry) 

LPC, LPCC, MFCC, BFCC Nearest Neighbor 
Artificial Neural 
Network 

76.4% 

 
The majority of research on categorizing newborn cries concentrates on a limited number of variables, such as time 

domain and time-frequency approaches (13). Mel Frequency Cepstral Coefficient (MFCC) is a common and well-known 
method for extracting features from a signal input that two research from the Table 1 using MFCC feature. It illustrates the 
spectral envelope defined by a set of frequencies. In each stage of the algorithm, multiple mathematical equations are 
utilized (14). The features are inspired by the behavior of the human auditory system. Humans are substantially better at 
detecting minor pitch variations at low frequencies than at high frequencies. The Mel-scale makes characteristics more 
closely correspond to human-perceivable / audible sounds (14-15). The human auditory system is nonlinear, meaning that 
it perceives sounds of different frequencies differently. Human auditory is typically more sensitive to sound waves with 
lower frequencies and less sensitive to those with higher frequencies. The relationship between Mel and Hertz frequencies 
is depicted by the Equation 1, and Figure 1 shows the nonlinear relationship between Mel and Hertz frequencies (16). 

 

𝑀𝑒𝑙(𝑓) = 2595 𝑙𝑜𝑔 (1 +
𝑓

700
) (1) 

 
 

 
Figure 1. Non-linear relationship between Mel and Hertz (16). 

 
CNN will be implemented in this study. The research findings indicate that a CNN with random initialization can 

autonomously learn diverse sets of edge detectors for the local extraction of low-level features (17). Extensive experiments 
show that CNNs are superior to Deep Neural Network (DNN) in four domains: channel-mismatched training-test conditions, 
noise robustness, distant speech recognition, and low-footprint models (17). 

For sound recognition tasks, machine learning classifiers, such as a Convolutional neural network (CNN), are required 
once sound features have been defined. CNNs are based on the architecture of multi-layer perceptron based on Figure 2 
with a number of significant modifications. The three dimensions, height, width, and depth are grouped into layers. In 
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addition, not every node in each layer is connected to every node in the next layer. The architecture permits the CNN 
model to operate in two phases. Initially, during the phase of feature extraction in which a filter window traverses the input 
and extracts the total convolution at each position, the feature map retains these extracted features from each window. In 
between the CNN layers is a pooling procedure (18). 

 

 
Figure 2. Illustration of perceptron, basic unit in neural networks, used for pattern classification (19). 

 
Pattern recognition, mean the separation of significant features from irrelevant peripheral information (20). Pattern 

recognition typically employs, a well-known deep learning technique. A transmission line intelligent diagnosis method 
based on a convolutional neural network that improved defect classification precision. CNN, a multi-layered neural network, 
connects all feature maps, allowing it to learn based on its weights (21). Illustrative example of One-dimensional structure 
of CNN is shown in Figure 3 (22). 

 

 
Figure 3. Illustrative of one-dimensional CNN structure (22). 

 
MFCC as the feature and CNN's machine learning had been studied in previous speech recognition research. The 

work from Mustaqeem et al. (23) with title “A CNN-Assisted Enhanced Audio Signal Processing for Speech Emotion 
Recognition” combining a spectrogram with a CNN model for speech recognition is the objective of this endeavour. The 
work obtains an impressive recognition rate of 79.5% for emotions such as anger, happiness, natural, and sadness. 
Another work from Pelchat et al. (24) which also extracts the MFCC features and spectrogram as a representation of the 
MFCC feature, which is then employed in the CNN model for music genre classification. The outcome was 85% accuracy. 

  

2. EXPERIMENTAL METHODS 

This section concentrates on the research methodology, which includes data collection, machine learning processing, and 
the investigation of various configurations. Figure 4 provides an overview of the research process, highlighting sequential 
steps taken. The initial step involves preprocessing the input data, followed by conversion process to extract Mel-frequency 
cepstral coefficients (MFCC) features. These MFCC features serve as the foundation for building the Convolutional Neural 
Network (CNN) model. Finally, the output, or results of the model are evaluated, employing confusion matrix to assess the 
performance and effectiveness of the classification model. 

 



Muhammad et al. /Journal of Human Centered Technology 3: 1 (2024) 67 – 74  

 

© 2024 Penerbit UTM Press. All rights reserved  
https://www.humentech.utm.my  

https://doi.org/10.11113/humentech.v3n1.66 
70 

 

In particular, the study examines variations in the design, such as the configuration of dense layers within the CNN 
model and the selection of the number of epochs. The goal is to evaluate how these variations affect the model's 
performance and identify the configurations that produce the most accurate classification results. This study contributes to 
an increased understanding of the significance of architectural decisions and training duration in CNN-based infant sound 
classification. 

 

 
Figure 4. General process of sound classification. 

 
2.1. Data Collection and Software 

 
Integrated development environment (IDE) and a clean audio dataset with the correct labelling of infant cry intention were 
required for project execution. The collection of audio data was acquired from GitHub (25) while another source is from the 
Baby Chillanto Data Base to complement the datasets (26). Github audio dataset is a known as the Donate-a-cry 
campaign’s infant cry audio, The audio files contain baby cry samples and were tagged by the contributors themselves. 
Baby Chillanto Data Base was developed by the recording of medical doctors, which is a property of NIAOE-CONACYT, 
Mexico (26). The bit rate and sampling rate of all the data has 128 kbps and 8 kHz, respectively. 

The respective sources have performed a data cleaning process to eliminate non-based-cries sounds from the available 
datasets, including white noise, baby chatter, adult mimicking baby cries, etc.  To ensure the quality, dependability, and 
precision of the dataset used to train the model, audio data must be cleaned from potential noises or unwanted data. All 
audio files are organized into folders based on their respective Dunstan infant language classification categories (tired, 
belly pain, burping, discomfort, and hunger). It should be noted that the dataset only contains male and female infants aged 
0 to 2 years. 

This research paper presents a dataset of baby noises comprised of 3,495 one-second-long audio clips, which were 
painstakingly compiled. The dataset contains distinct categories such as belly pain, burping, discomfort, hungry, and tired. 
Notably, the dataset exhibits substantial class distribution variations. The most prevalent category, with 2,808 occurrences, 
is hunger. After hunger, there are 302 samples of abdominal pain, 174 samples of discomfort, 157 samples of tired, and 
54 samples of burping. This dataset is a valuable resource for future research and the development of classification and 
comprehension algorithms for prevalent infant cries. 

Jupyter notebook is the IDE for machine learning classification. It is a web-based, open-source environment for 
interactive computation that supports Python, R, LaTeX, and Javascript, among others. It enables the incorporation of 
theoretical explanations, computer codes, simulation results, and plots in a single file, resulting in a workspace where 
people unfamiliar with programming languages can learn concepts by observing simulation results (27). 

The CNN model was created using Jupyter Notebook, a prominent environment that facilitates the use of the Python 
programming language. Python provides a collection of machine learning-specific libraries that were instrumental in the 
development of the model. These libraries include Scikit-learn (sklearn), TensorFlow, librosa, and matplotlib. Additionally, 
Jupyter notebook can be utilized to visualize the model's output. 
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2.2. Data Preprocessing 
 

A primary goal of the preprocessing phase is to ensure uniformity and consistency in the subsequent extraction of MFCC 
features. The first step of the preprocessing phase entails converting the audio from a two-channel audio format to a single-
channel audio format to reduce complexity. Because the audio and music signal bandwidth are limited to 20 kHz, a 
sampling rate of 16 bits has been selected. The sample frequency rates are 22050 Hz based on the Nyquist frequency 
calculation as shown in Equation 2 (28). 

 
𝑓𝑛𝑦𝑞 = 𝑓𝑖𝑛.𝑚𝑎𝑥                     (2) 

 
2.3. MFCC Features Extraction 

 
The extraction of Mel-frequency cepstral coefficients (MFCCs) involves transforming the entire audio dataset into MFCC 
features using the librosa library and its 'librosa.feature.mfcc' function. The function n_mfcc=40 specifies that 40 MFCC 
should be extracted from the audio signal. MFCCs are coefficients that represent the short-term power spectrum of a sound 
signal. The choice of 40 coefficients is a common practice, and the specific number may vary based on the application and 
the characteristics of the audio data. 

This function from the librosa library transforms audio data in a way that facilitates the computation of MFCCs. This 
conversion process is required to obtain a consistent representation of the audio signals in the form of MFCC features, 
which are necessary inputs for the classification process's subsequent analysis and model tasks. Then the datasets are 
imported and the MFCC extractions are applied to all the audio files apply all the MFCC extraction to all the files. 
Subsequently, the files are converted into data frame consist of extracted MFCC features and the class classification, as 
well as label encoding to convert class to become a set of numerical values. 

 
2.4. Train Test Split 

 
The first step in creating a model is separating a dataset into training and testing sets, a prerequisite for all classification 
tasks. As depicted in Figure 5, the "train_test_split" function from the'sklearn.model_selection' module facilitates this 
procedure. The input data is denoted by 'X' and 'y', where 'X' represents the MFCC feature vectors or attributes of the 
audio samples and 'y' represents the corresponding target variables. By specifying a test size of 0.2 (20% of the entire 
dataset), the function separates the data into training and test sets. 

 

 
 

Figure 5. Train test split from sklearn.model_selection. 

 
The training and test data utilised in this study were created in a random manner from the whole dataset. The training 

dataset contains a total of 2,796 instances of baby cry sounds, representing 80% of the entire dataset. In contrast, the test 
set consists of 699 instances of baby cry sounds, which accounts for 20% of the overall dataset. The training and test 
datasets consist of baby cry sounds from various classes, ensuring a thorough and representative sample for assessing 
the effectiveness of algorithms and models in the classification and analysis of child cries. 

 
2.5. Model Creation 

 
Deep Learning strategies that have been proven to be highly effective in the field of image classification are proposed as 
a solution for this undertaking. MFCC are initially extracted from the sound samples. It summarizes the relationship 
between the perceived frequencies of an audio sample and the actual measured frequency values, enabling it to analyse 
the sample's temporal and frequency properties. These audible representations aid in differentiating characteristics 
required for classification. 

Next are the outlines of the model classification's architecture, constructed using the keras library and the 'sequential' 
class. It consists of multiple layers, with the activation function 'relu' being used to induce non-linearity and an input shape 
of (40,), followed by a dropout layer with a dropout rate of 0.3. The final layer is a dense layer containing 'num_labels' units, 
which correspond to the number of classes in the audio classification assignment. The 'softmax' activation function is used 
to generate probability scores for each class, which represent the model's predicted probabilities for each descriptor. The 
training lasts for a variable number of epochs, the adam optimizer and the categorical cross-entropy loss function are 
employed, and the batch size for each dataset is 32. 

This study examines the two configurations of the dense layer presented in Table 2 in order to determine the optimal 
configuration for obtaining the highest accuracy and performance in the CNN model. In the first configuration, 100, 200, 
and 100 neurons are allocated to each layer, whereas in the second configuration, 256, 512, and 256 neurons are allocated 
to each layer. By comparing these configurations, we hope to identify the one that produces the highest levels of precision 
and overall model performance. 
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Table 2. Different configuration of dense layer units in CNN model. 

CNN Configuration 
Dense layer 

Layer 1 Layer 2 Layer 3 

1st Config 100 200 100 
2nd Config 256 512 256 

 
2.6. Epoch 

 
During the model training process, the choice of epoch refers to the number of times the model iterates over the entire 
training dataset. In this case, a total of 100 epochs were choose after several tries, meaning the model goes through the 
training data 100 times to adjust its parameters and improve its performance through repeated learning and optimization. 

 
2.7. Confusion Matrix 

 
A confusion matrix is a matrix that summarises the classification efficiency of an algorithm or model. It displays the 
predicted and actual classifications for a set of data elements organised into various classes. 'n', which represents the 
number of distinct classes, determines the size of the confusion matrix (29).  

In the given scenario, the confusion matrix is of size n x n, with n being equal to 2. This indicates that the classification 
problem under examination involves two distinct classes. Each element within the matrix corresponds to a unique 
combination of predicted and actual classifications, offering valuable insights into the model's performance and its ability 
to accurately classify instances (29). Table 3 represents the confusion matrix for the case where n=2. The entries in the 
matrix have the following interpretations: 

 

• ‘a’ represents the number of correct negative predictions. 

• ‘b’ represents the number of incorrect positive predictions. 

• ‘c’ represents the number of incorrect negative predictions. 

• ‘d’ represents the number of correct positive predictions. 
 

                   Table 3. Confusion matrix for two-class classification problem (29). 

 Predicted Negative Predicted Positive 

Actual Negative a b 

Actual Positive c d 

 

3. RESULTS AND DISCUSSION 

This section provides a comprehensive presentation of the results and discussion derived from the employed detailed 
methodology. The methodology concentrates on classifying a baby's specific conditions by analysing their cries in various 
settings and observing the maximum accuracy. This section provides a comprehensive performance evaluation of the 
techniques discussed previously in the context of classifying baby sounds, taking into account various configurations. 

The study employed two distinct CNN model configurations to evaluate their efficacy in classifying baby sounds. The 
initial configuration consists of three CNN layers followed by dense layers containing 100, 200, and 300 neurons, 
respectively. The second configuration consisted of CNN layers with 256, 512, and 256 neurons, followed by layers with 
extensive connections. The confusion matrix is in numerical labels to represent different classes in the classification, as 
shown in Table 4. 

The primary metric used to measure the performance of the models was accuracy, which indicates the proportion of 
instances that were correctly classified. The accuracy of the initial CNN configuration with three CNN layers and dense 
layers (100, 200, 300) was 84%. This indicates that 84% of the infant sounds in the dataset were correctly classified by 
the model. To acquire a deeper understanding of the performance, we utilised a confusion matrix to analyse the results. 

 
Table 4. Label description for confusion matrix. 

Number 0 1 2 3 4 

Label Belly pain burping Discomfort Hungry tired 
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(a)                                                                                                (b) 

Figure 8. (a) 1st Configuration result and (b) 2nd configuration result. 

 
The confusion matrix illustrated the distribution of predicted and actual classes for the classification of baby sounds. 

Each row represents instances belonging to an actual class, while each column represents instances belonging to a 
predicted class. We observed, based on the confusion matrix, that the model performed well for some classes particularly. 
For instance, the model was highly accurate at classifying cries of hunger. The effectiveness of the second CNN 
configuration with CNN layers (256, 512, 256) followed by dense layers was superior to the first CNN configuration. It 
obtained an accuracy of 86%, signifying that it correctly categorized 86% of the baby sounds. Similar to the initial 
configuration, we utilised a confusion matrix to obtain insight into the performance of the model. 

Compared to the first configuration, the second configuration's confusion matrix revealed an overall improvement in 
classification accuracy across all classes. The model performed well, resulting in fewer incorrect classifications. In the 
second configuration, the increased depth and complexity of the CNN layers appeared to have contributed to the improved 
accuracy. Overall, both configurations demonstrated promising results in classifying baby sounds. The second 
configuration, with its higher accuracy of 86%, outperformed the first configuration. This suggests that deeper and more 
complex CNN architectures can capture more intricate patterns in the baby sound data, leading to improved classification 
accuracy. 

 

4. CONCLUSION 

This project demonstrated the effectiveness of convolutional neural networks (CNNs) in classifying infant cries. By 
evaluating two distinct CNN configurations, this research was able to classify cry sounds accurately. Using a split of 80% 
training data and 20% testing data, obtained an astounding 86% accuracy, with the second configuration outperforming 
the first. According to the analysis of the confusion matrix, this highlights the significance of model architecture in achieving 
higher classification precision. However, it is important to recognize the limitations of this study, particularly in terms of the 
dataset's size and diversity. To improve the generalizability of the models, future research should investigate utilizing larger 
and more diverse data sets. 
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