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1. INTRODUCTION 

Infertility is characterized, according to the World Health Organization (WHO), as a condition affecting the male or female 
reproductive system that hinders the achievement of pregnancy following one year or more of consistent unprotected 
sexual intercourse (1). This condition affects individuals and families globally, with estimates suggesting that one in six 
people of reproductive age has encountered infertility at some stage in their lives. Among the various contributing factors, 
female infertility may arise from tubal or uterine disorders, ovarian dysfunction, endocrine imbalances, or advanced 
maternal age. In males, infertility can result from obstructions in the reproductive tract, hormonal imbalances, testicular 
dysfunction, or deficiencies in sperm function and quality. This matter presents considerable psychological, social, and 
financial challenges for those impacted, as well as for the healthcare system (2). A study encompassing 384,419 men 
revealed that individuals facing infertility exhibit a heightened mortality risk in comparison to their fertile counterparts (3). 
Specifically, compromised male reproductive health, including low testosterone levels and abnormal sperm characteristics, 
was linked to a higher Charlson Comorbidity Index and a decline in overall health (3).    

Human semen, a multifaceted biological fluid consisting of seminal plasma and spermatozoa, is essential for the 
process of fertilization. Evaluating semen quality is essential for comprehending male fertility. The guidelines established 
by the WHO outline various parameters for semen analysis, which encompass sperm concentration, semen volume, total 
sperm count, sperm morphology, sperm vitality, and motility (4). In the last five decades, a notable decrease has been 
recorded in both seminal fluid volume and sperm count (5), prompting a deeper exploration into the quality of male 
reproductive health. Manual Sperm Analysis (MSA) involves a thorough examination of both macroscopic parameters, 
such as color, volume, pH, and viscosity, as well as microscopic parameters, including concentration, motility, and 
morphology. Nonetheless, MSA is influenced by human bias, necessitating extensive training to accurately interpret 
nuanced features. It continues to be a time-intensive process, with the possibility of yielding inconclusive results owing to 
observer subjectivity (6). 

In response to these challenges, Computer-Aided Sperm Analysis (CASA) systems were developed in 1985 (7). CASA 
employs image processing methodologies on microscopic images or video frames to evaluate sperm parameters with 
greater objectivity and consistency compared to MSA (8). Notwithstanding these advancements, CASA continues to 
encounter constraints stemming from discrepancies in detection methodologies and the necessity for rigorous parameter 
tuning. To enhance the reliability and scalability of sperm analysis, the application of machine learning, particularly deep 
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learning, has emerged as a crucial instrument. Techniques such as Convolutional Neural Networks (CNNs), Single Shot 
Detectors (SSDs), and You Only Look Once (YOLO) algorithms have demonstrated significant efficacy in the domains of 
image recognition and analysis. Convolutional neural networks (CNNs) are extensively utilized due to their ability to extract 
intricate features from visual data (9). Single Shot Detectors (SSDs) employ feed-forward convolutional networks for the 
tasks of object localization and classification (10). Meanwhile, You Only Look Once (YOLO) approaches object detection 
as a unified regression problem, providing a balance of speed and precision (11). Convolutional neural networks function 
by applying convolution operations to input images using feature filters, such as FxF kernels, resulting in the generation of 
spatial feature maps (12). Region-based CNNs (R-CNNs), as an advancement within this domain, introduce candidate 
regions via selective search and subsequently normalize these regions prior to classification using linear support vector 
machines (13). Although R-CNNs demonstrate high accuracy, they necessitate significant computational resources, 
frequently taking several seconds to process a single image (14). Supplementary detection techniques such as SSDs 
utilize anchor boxes across diverse feature maps to facilitate multiscale predictions, demonstrating significant efficacy in 
identifying objects of differing sizes (10). 

YOLO functions by processing input images through convolutional neural networks to extract a range of features, from 
low-level elements like edges and shapes to higher-level attributes such as colors. The features are subsequently 
processed through fully connected layers to generate predictions for bounding boxes and class probabilities, with non-
maximum suppression employed to preserve the most reliable detections. The effectiveness of YOLO has been evidenced 
across various domains, such as timber defect detection (15) and precision agriculture (16). YOLO models have been 
utilized in various applications, including the detection of anemia through image-based systems (17), identification of breast 
lesions from mammography (18, 19), classification of brain tumors using MRI (20), and recognition of cervical spine 
structures from CT images (21). YOLO offers a framework for real-time detection by executing localization and 
classification concurrently across a predetermined grid (11). The evolution from YOLOv1 to the most recent YOLOv8 and 
YOLO-NAS models showcases a series of progressive enhancements. These include the implementation of batch 
normalization, the integration of residual blocks, upsampling techniques, and the transition from anchor boxes to anchor-
free methodologies, all aimed at optimizing mean Average Precision (mAP), processing speed, and model size (22–27). 
YOLOv5 has demonstrated effective applications in defect detection within timber (15), pest monitoring in agricultural 
contexts (16), and classification of pressure ulcers in clinical environments (28), frequently surpassing previous 
methodologies in terms of both accuracy and efficiency. A recent advancement, YOLO-NAS, builds upon earlier YOLO 
models by integrating quantization-aware elements and Neural Architecture Search (NAS), leading to improved 
performance in terms of both speed and accuracy (29). For example, a study utilizing YOLO-NAS for the detection of fava 
bean crops reported mAP scores of 90.90% (YOLO-NASL), 94.10% (YOLO-NASM), and 92.60% (YOLO-NASS) (30).    

CASA systems have progressively integrated deep learning models to improve the accuracy of sperm detection. For 
instance, YOLOv4 demonstrated an average precision of 90.31% in the detection of sperm objects and 68.19% for non-
sperm objects, yielding a mean average precision of 79.58% throughout the training phase (31). Moreover, an enhanced 
YOLOv5s model for identifying small sperm targets exhibited robust performance, particularly in low-contrast and high-
clutter environments, leading to a notable decrease in false negatives and an increase in detection accuracy (32). Utilizing 
CNN-based methodologies, specifically Faster R-CNN, has proven effective in the detection of sperm heads, attaining an 
accuracy rate of 91.77% when employing the Inception-V2-COCO architecture (33). The conventional dependence of 
CASA on manual feature extraction has been significantly enhanced by the learning capabilities of deep neural networks. 
Regardless of the differences in task complexity and image quality, YOLO reliably achieves high-precision outcomes within 
these healthcare settings. Considering its capabilities in identifying small, dense objects, YOLO models, especially YOLO-
NAS, demonstrate significant potential in enhancing the accuracy of sperm detection within CASA systems.     

Nonetheless, while YOLO-NAS demonstrates significant potential in precision agriculture and object detection tasks, 
its utilization in sperm analysis has yet to be thoroughly investigated. The absence of focused investigations assessing 
YOLO-NAS for sperm detection highlights a significant void in the existing body of knowledge. This study seeks to examine 
the efficacy of YOLO-NAS in the context of sperm analysis, aiming to develop a more precise, rapid, and standardized 
methodology to enhance male infertility diagnostics. 
 

2. METHODOLOGY 

2.1 Main Framework 

Figure 1 illustrates the progression of the project. The project commenced with the collection of data from an online source, 
specifically the Sperm Video and Image Analysis (SVIA) repository on Github, which includes microscopic images of sperm 
and impurities. The annotation files were subsequently transformed from .xml format to .txt format in order to facilitate 
preparation for YOLO format. The respective images were subsequently integrated for the training and development of the 
YOLO-NAS models. Subsequently, various sizes of the YOLO-NAS models were developed and trained utilising Google 
Colab Pro. The performance of all models was evaluated. 
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Figure 1.  Project’s workflow. 
 

2.2 Data Collection and Preprocessing 

The dataset was sourced from Github (https://github.com/Demozsj/Detection-Sperm/tree/main/MIaMIA-
SpermVideo%20data%20set). For the object detection task in this study, Subset A was employed, comprising a total of 
3,590 images and encompassing 125,000 object locations. The dataset was initially gathered using a WLJY-9000 CASA, 
equipped with a 20× objective and 20× electronic glasses, in .mp4 format, capturing at a frame rate of 30 frames per 
second. A total of 3590 images and their corresponding annotation files were derived from 19 microscopic videos, serving 
as object detection datasets. The images are formatted in .png with dimensions of 698 × 528 × 3, while the annotation files 
are formatted in .xml.   

The dataset was partitioned into three subsets according to the following distribution: 70% allocated for training, 15% 
designated for validation, and 15% reserved for testing. The division was designed to improve the model's performance by 
ensuring an adequate amount of data for training, along with dependable sets for validation and testing, in accordance with 
recommendations from prior research that employed this dataset for sperm detection in YOLOv4 (34). The dataset 
consisted of 2537 images designated for training, 550 images allocated for validation, and 552 images reserved for testing 
purposes. All images along with their respective annotations were systematically organized in Google Drive. The annotation 
files were originally formatted in .xml, rendering them incompatible with the YOLO (You Only Look Once) framework. YOLO 
necessitates annotation files in the .txt format because of its distinct structure for labelling objects. Although .xml files, 
frequently utilized by PASCAL VOC datasets, offer comprehensive metadata such as image dimensions, bounding box 
coordinates, and class labels in a structured format, YOLO requires a more straightforward, line-oriented text format. In a 
.txt file, each line delineates an object, comprising the class label succeeded by the normalized coordinates and dimensions 
of the bounding box, which includes the centre x, centre y, width, and height, all proportionately adjusted to the image 
dimensions. This format enhances the efficiency of YOLO's parsing mechanism, emphasizing speed and simplicity within 
its detection pipeline. 
 

2.3 YOLO Model Development 

2.3.1 Model Architecture of YOLO-NAS 

Figure 2 illustrates the architecture of YOLO-NAS. The backbone comprised a neural network designed to extract features 
from the images input into the model. The approach encompassed multiple layers of convolutional neural networks (CNNs) 
designed to extract various levels of information, ranging from edges to more complex patterns. Within the cervical region, 
it comprises neural networks that exhibit a higher degree of refinement and processing. The YOLO-NAS models employed 
Deci’s Neural Architecture Search (NAS) technology, AutoNAC, which is utilized to ascertain the appropriate block type, 
optimal sizes, stage structures, and the number of channels within each stage. In YOLO-NAS, the neck incorporates 
supplementary layers designed to improve the representation of its features. This component of the model aims to enhance 
the network's capability to comprehend and identify objects. Finally, at the head, detection takes place as it utilizes the 
refined features from the neck to generate predictions. This process involves predicting bounding boxes to identify objects 
and class probabilities based on the data from each grid cell within the image. The integration of NAS is a fundamental 
aspect of the design process for the model's backbone, neck, and head.  Finally, the architecture of the model will 
incorporate Quantization-Aware REpVGG (QA-RepVGG) blocks to facilitate Post-Training Quantization (PTQ). Utilizing 
quantization aware QSP and QCL modules that incorporate QA-RepVGG blocks facilitates 8-bit quantisation and 
reparameterization, thereby minimizing accuracy loss during post-training quantization (35). 

Data Collection
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YOLO model development

Performance evaluation
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Figure 2.  YOLO-NAS architecture. 

 
 

2.3.2 Model Development and Configuration 

The YOLO-NAS model employs a modified iteration of RepVGG backbone architecture. The architecture utilizes 
quantization-aware Rep-VGG blocks as the foundational elements of the network. A series of quantization-aware RepVGG 
blocks is integrated to create the quantization-aware ‘QSP’ and ‘QSL’ blocks that constitute the framework of the YOLO-
NAS architecture. The implementation of these quantization-aware blocks guarantees the model's proficiency with Post-
Training Quantization (PTQ), facilitating a reduction in accuracy loss during the conversion to integer models. Before 
initiating the model training, the configurations including learning rate, batch size, epochs, and optimizers were established 
based on findings from earlier studies utilizing the YOLO family for object detection tasks.     

The training was carried out on Google Colab Pro, which offered a restricted number of computing units. In light of 
these limitations, each variant of the YOLO-NAS model was subjected to a total of 40 epochs independently. This project 
employed the AdamW optimizer, recognized for its enhanced characteristics relative to the conventional Adam optimizer. 
Its application is particularly advantageous in object detection tasks, as it contributes to stabilizing the training process and 
enhancing convergence. The batch size was established at 32, and the learning rate was determined to be 0.002, while 
the initial learning rate was configured to 0.0005. The selection of these hyperparameters was informed by established 
methodologies to promote efficient and stable training (36), particularly within the constraints of the Google Colab Pro 
environment. It was observed that YOLO-NAS-S contained 19.0 million parameters, YOLO-NAS-M had 51.1 million 
parameters, and YOLO-NAS-L included 66.9 million parameters. This configuration of parameters enables the model to 
effectively capture more intricate patterns, such as sperm, within the context of this project (37). All the parameters and 
YOLO-NAS variants used are summarized in Table 1.    

This study explores the application of various YOLO-NAS variants, including YOLO-NAS-S, YOLO-NAS-M, and YOLO-
NAS-L, to determine which model demonstrates the most effective capability in detecting sperm and other impurities within 
the dataset. In a manner akin to (38), the application of these three models provides a degree of flexibility and adjustability, 
allowing for customization or optimization based on the specific type of sperm analysis intended. This provides an 
opportunity for health professionals to further refine this model according to their preferred levels of precision. 

In this study, the YOLO-NAS model employs an automated procedure through the NAS algorithm, which systematically 
designs the architecture of neural networks to optimize performance for the specific task at hand. The incorporation of an 
architectural framework aims to minimize the necessity for human intervention while utilizing currently available resources 
effectively. NAS architecture can typically be divided into three primary components. The initial segment focusses on the 
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exploration of the current search space. Secondly, the search process encompasses the selection of the appropriate 
controller type and the assessment of the currently capable candidates (39), culminating in the methodology for evaluating 
the performance of the selected candidate. “Search strategy” denotes the methodical approach employed in NAS to 
ascertain the most appropriate architecture within the specified search space. The categorization of NAS algorithms is 
based on their respective search methods, which include random search, reinforcement learning, evolutionary algorithms, 
sequential model-based optimization, and gradient optimization (40, 41). 

Table 1. Summary of training parameter. 

Hyperparameter Value 

Warmup Mode Linear Epoch Step 

Learning Warmup Epoch 10 

Learning Mode Cosine 

Optimizer AdamW 

Epochs 40 

Batch Size 32 

Initial Learning Rate 0.0005 

Learning Rate 0.002 

Parameters of YOLO-NAS model variants 

YOLO-NAS-S 19.0 params (M) 

YOLO-NAS-M 51.1 params (M) 

YOLO-NAS-L 66.9 params (M) 

 
 

2.4 Performance Evaluation 

At this stage, the performance of the developed YOLO-NAS-S, YOLO-NAS-M, and YOLO-NAS-L models was assessed 
in detecting sperm and impurities from microscopic images. Four parameters were selected to characterize the model's 
performance: Mean Average Precision (mAP), Recall, Precision, and F1 score. 
 Mean Average Precision (mAP) serves as a critical performance metric in the evaluation of object detection tasks (11). 
The average precision for each class will be calculated, and the mean of these values will be computed to derive the mean 
Average Precision (mAP). A high mean Average Precision (mAP) is indicative of superior performance, implying that the 
model is capable of attaining high precision across various object categories. Equation (1) represents the formula for 
calculating mAP, where AP_i denotes the Average Precision for the ith class, and N signifies the total number of classes 
under evaluation. 
 Recall serves as an additional metric that assesses the efficacy of our object detection models in the identification of 
sperm and impurities. In this project, recall quantifies the ratio of true positive instances accurately identified by the model. 
A high recall score suggests that the model successfully identified a significant number of relevant positive instances, even 
if it also included some irrelevant ones. Recall is articulated in Equation (2), where True Positives represent instances in 
which the identified objects belong to the positive class, whether categorized as Sperm or Impurity. Conversely, False 
Negatives refer to instances where the predictions indicate a negative class, despite the original classification being 
positive.    
 Similarly, it is important to note that precision was employed as a metric to evaluate the performance of the YOLO-NAS 
model variants in this study. The concept of precision in this context quantifies the ratio of true positive predictions 
generated by the model relative to the overall count of positive predictions made. A model exhibiting a high precision score 
signifies that it has successfully made accurate positive predictions while maintaining a minimal occurrence of false 
positives. This implies that the likelihood of the model's prediction aligning with its positive class is expected to be highly 
accurate. Recall is articulated in Equation (3), where False Positives in this equation delineate the instances that were 
misclassified as belonging to the positive class, despite originally being part of the negative class. 
 An F-1 score, as presented in Equation (4), serves as a performance metric that integrates both precision and recall 
into a single value, offering insights into the equilibrium between accuracy and identification capability. The F1 score 
typically ranges from 0 to 1, where a score of 1 indicates that the model achieves perfect precision and recall, while a score 
of 0 signifies that the model is evidently ineffective. 
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3. RESULTS AND DISCUSSION 

3.1 Evaluation of YOLO-NAS performance 

This study will evaluate the performance of YOLO-NAS models through the application of several metrics, including mean 
Average Precision (mAP@0.5), Recall@0.5, Precision@0.5, and F1 Score@0.5. The "@0.5" notation signifies an 
Intersection over Union (IoU) threshold of 0.5, which means that a predicted bounding box is considered a true positive if 
it overlaps with the ground truth bounding box by a minimum of 50%. The mAP@0.5 metric serves to quantify the average 
precision across all classes, thereby offering a thorough assessment of the model's accuracy in object detection. 
Recall@0.5 measures the ratio of true positives accurately recognised by the model, whereas Precision@0.5 examines 
the ratio of predicted positives that are indeed correct. The F1 Score@0.5, representing the harmonic mean of precision 
and recall, provides a comprehensive evaluation of the model’s performance. The application of these metrics, utilising an 
IoU threshold of 0.5, guarantees a thorough and consistent assessment of the model's object detection performance. As 
indicated in Table 2, the mAP@0.50 values are as follows: YOLO-NAS-S at 0.5713, YOLO-NAS-M at 0.7880, and YOLO-
NAS-L at 0.8163. This calculation is derived from the previously established mAP formula presented in Equation (1). The 
recall values indicate that the model's capacity to predict positive instances is 0.6553 for YOLO-NAS-S, 0.6746 for YOLO-
NAS-M, and 0.5547 for YOLO-NAS-L. It is noteworthy that YOLO-NAS-L demonstrates the highest precision at 0.8203, 
succeeded by YOLO-NAS-M at 0.6303, and YOLO-NAS-S at 0.5173. This might be due to the significant complex 
architecture in YOLO-NAS-L capable of preserving and extracting fine-grained details of tiny objects that represent the 
sperm and impurity.  

Table 2. Summary of YOLO-NAS model variants performances. 

Model Variant Precisio
n@0.50  

Recall@0.
50 

Average 
Precision of ‘S’ 

Average 
Precision of 

‘Impurity’ 

mAP@0.50 F1@0.50 
Score 

YOLO-NAS-S 0.5178 0.6553 0.5906 0.5520 0.5713 0.5785 

YOLO-NAS-M 0.6303 0.5746 0.8000 0.7760 0.7880 0.6012 

YOLO-NAS-L 0.8203 0.5547 0.8300 0.8030 0.8163 0.6618 

 

3.2 Sperm and Impurity Detection 

Figures 3 to 5 illustrate the variants of YOLO-NAS models that have been evaluated on the same image. It is evident that 
the YOLO-NAS-S model fails to detect any impurities in the image, while both the YOLO-NAS-M and YOLO-NAS-L models 
successfully identify impurities present in the image. Upon further examination of the images produced by YOLO-NAS-M 
and YOLO-NAS-L, it is evident that the predictions made by YOLO-NAS-L exhibit a higher confidence interval in 
comparison to those of YOLO-NAS-M. This indicates that the precision performance is distinctly evident in this comparison. 
Despite the detection of impurities, YOLO-NAS-L exhibits a marginally elevated confidence interval in comparison to 
YOLO-NAS-M. 

 

Figure 3.  Output image with prediction bounding boxes for YOLO-NAS-S. 
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Figure 4.  Output image with prediction bounding boxes for YOLO-NAS-M. 

 

Figure 5.  Output image with prediction bounding boxes for YOLO-NAS-L. 

4. CONCLUSION 

In conclusion of this project, both objectives were successfully met: the development of a YOLO-NAS model for the 
detection of sperm and impurities, as well as the evaluation of its performance in detecting these elements. The analysis 
revealed that the most effective YOLO-NAS model for detecting sperm and other impurities in microscopic images was 
YOLO-NAS-L, achieving a noteworthy mAP@0.50 of 0.8163 and a precision@0.50 of 0.8203. The findings indicate that 
as the model's complexity escalates with size, it facilitates greater computational complexity, thereby enhancing its 
reliability in extracting additional features from images, particularly in the context of object detection tasks involving small 
objects. With an increase in model precision, there is a corresponding decrease in recall, as a higher confidence threshold 
is established for predictions to minimise the occurrence of false positives.     

The performance of this model can be further refined and improved through specific adjustments to this project, 
including: 1) Training the model with increased epochs and extended training duration to enhance its capacity for 
recognising and extracting features from images; 2) Utilising a dataset that encompasses various sizes, resolutions, 
background lighting, and contrasts to facilitate the extraction of additional features by the model; 3) Conducting training on 
an offline platform to prevent interruptions during the training process or model development; 4) Pursuing additional 
research and development on YOLO-NAS to enable the clustering of healthy and unhealthy sperm using an alternative 
dataset; and 5) Advancing YOLO-NAS to analyse sperm morphology and motility through video tracking or image 
segmentation techniques.      
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