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1. Introduction 

Lung cancer is one of the leading causes of cancer fatalities in the U.S. and also worldwide. [1]. Based on research 

from [2], cancer comes second as the main cause of mortalities in the world and contributed to 8.8 million deaths in 2015. 

Lung cancer became the primary cause of death for men in 2014 in Indonesia [3]. Cancer is the fourth leading cause of 

death that accounts for 12.6% of all deaths in public hospitals and 26.7% in private hospitals in Malaysia [2]. Furthermore, 

according to the latest report from the World Health Organization published in April 2011, lung cancer is the leading 

cause of death among Malaysian men [4]. The classifications are as follows; stage I is when the cancer is confined to the 

lung.  The cancer is confined to the chest in stages II and III, but when the tumor grows larger and more invasive, the 

tumor is classified as stage III. Stage IV is when cancer spreads from the chest to other parts of the body [5]. Cancer can 

be carried away in blood or the lymph fluid. When cancer leaves its site and begins to move into a lymph node or another 

part of the body this process is called metastasis [6]. 

 Detection of lung cancer can be done in several ways, such as using computed tomography (CT) and MRI [7]. For 

human bodies, organs such as the lungs, liver, pancreas, kidney, and bone, it is most appropriate to use CT scans because 

CT scans produce cross-section images of the body using computed technology and x-rays that play a key role in the 

diagnosis of medical conditions [7].  Besides, CT scan is more preferred because it is easy to use and provides accurate 

classification and foreign mass location [7]. The use of MRI is expensive, less available as compared to CT scans, and 

time-consuming diagnostics. CT is the most reliable method for early detection of cancer, and this modality is mostly 
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In order to effectively train a horse, the training must be sufficiently intense and adequately timed. It is critical to 
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applications are so entwined in modern culture and are continuously accessible to users, they could be beneficial as 
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Evaluation. The mobile application was developed using the common developing Kodular Creator. A sample of 40 

respondents had been given free access to use and try the mobile application before a System Usability Scale (SUS) 

test was given. The results obtained show that the users were satisfied and the usability of the mobile application was 

good, up to 82.5% of the respondents were interested to install the mobile application, and positive feedbacks were 
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used in treatment methods e.g. radiotherapy. In addition, CT has good classification detection, offers low cost, provides 

short imaging time, and has widespread availability. 

 

Recently, medical image processing techniques have shown an increasing trend among researchers owing to the 

need to develop an advanced system of clinical examination and diagnosis [8]. Early diagnosis of lung cancer may help 

physicians treat patients to minimize the number of deaths. Feature extraction is one of the main paces in the computer 

vision algorithm and for medical imaging, it is important for segmenting the lung cancer, nodule measurement, and image 

display [9].  

 

Kumar and Garg [10] used the image processing technique to remove the noise in the image by using filters and 

segmentation techniques to detect the abnormal region in x-ray images and extract the featured area, perimeter, and shape 

of the lung nodule. The features then acted as the input for the neural network. Amal et al. [11] in the research of feature-

based nodule for the classification in low dose CT scanning, reported that the nodule was detected and the classification 

process of the type is needed. The SURF and LBP are used to develop the features for describing the texture of the nodule. 

Gomathi and Thangaraj [12] proposed computer-aided diagnose (CAD) using the Fuzzy Possibilities C Mean (FPCM) 

algorithm for the segmentation. The rule-based technique was applied to classify the cancer nodule. Extreme Learning 

Machine (ELM) was performed for a better classification.  

 

Kernel Nearest Neighbors (kNN) algorithm is a nonlinear classification. This algorithm is one of the simplest types 

of ruled-based classifier and it contains a wide variety of variations. The accuracy of this algorithm is very high and it is 

applicable for various problems. The kNN algorithm assigns an unknown input sample of its reference sample. The 

algorithm looks up into the nearest k sample in the reference set instead of the reference set and makes the decision based 

on the sample which is the nearest k sample [9]. It is also one of the simplest ways of classifying the data [13]. The kNN 

uses the database by depending on the value k and classifies the new data set by training it to detect the new data to the 

nearest neighbors and predict the data [14]. It provides an alternative solution to increasing the computational power of 

the linear machine. The algorithm maps the data into a high-dimensional feature space. If an appropriate kernel is chosen 

to reshape the distribution of samples the performance may be improved. 

 

 Therefore, the objective of this research is to develop an image processing method to extract features of lung cancer 

on CT scan images. This project aims to determine the suitable features for the lung nodule and compute the dataset with 

these features as an input for lung cancer classification.  The proposed method was developed using MATLAB to detect 

the cancer nodule in the lung.  Section II consists of the related work for research methodology, which involves ethical 

approval and data collection, image segmentation, features extraction, and classifier. Meanwhile, Section III consists of 

the results and discussion. The final part is the conclusion for the overall results. 

 

2. Methodology 

 

The overall flowchart of image segmentation features extraction and classification processes is shown in Figure 1. 

This project was divided into four major parts which were first, data collection and preprocessing, second, image 

segmentation, third, features extractions, and fourth, classifier. Data collection was the first part, where a data sample 

was obtained from the databases of Advanced Medical and Dental Institute (AMDI), Universiti Sains Malaysia. Before 

the data was collected, The ethic was approved by the Human Research Ethics Committee of USM (JEPeM) under the 

School of Medical Sciences, USM, IPPT, Bertam, Pulau Pinang. Next was formulating the framework of image 

segmentation, and, extracting the features and the final part was the classification of the stage of lung tumor using kNN. 

The details for the methodology are briefly described in the subsection below: 
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Figure 1.  Classification of lung cancer flowchart 

 

 

2.1 Data Collection and Pre-Processing 

This section explains the dataset used in this research. Data from subjects with underlying lung cancer were 

collected. CT scan images were collected for four subjects with abnormal lung disease and a total of 100 samples of 

images were obtained from each of the subjects. A Siemens SOMATOMS Definition Flash CT-scan machine was 

employed to collect images. The image was sorted in a file and loaded into MATLAB software. The format for the images 

file was in DICOM images. This format is the standard for the storage and transfer of medical images. These images 

were from CT scans where the CT scan images have low noise. The dimension of the images was 512 × 512 pixels. The 

pre-processing was done using median filters to remove noise contained in the images. Some unwanted features were 

removed in the pre-processed images. 

 

 

 
 

Figure 2. Image from database 

 

2.2 Formulate the Framework of Image Segmentation 

    The original image from the database was segmented manually by using ImageJ and Adobe Photoshop CS6 

software. This software was used in this study as the platform to manually segment the image. The image firstly was 

uploaded in the ImageJ software and inverted the color of the image. Then, the image was converted into a binary image 

by using the plugin in the software. The color of the image was the black and white color. When the color was in black 

and white the threshold of the image was adjusted by 99.70% of thresholding. Then, the image was uploaded into adobe 

photoshop to remove the background of the images. The background was removed so that the segmentation could be 

done within the inside of the lung only. 
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2.3 Features Extraction 

  After the manual segmentation was performed, the images of the segmented lung only consisted of blood capillaries 

and cancer. Features extraction was then performed on the images. Any important information extracted from the images 

was called a feature [5]. This provided more detailed information from the images. For features extraction, geometric 

features were extracted. Physical dimensional measurements were measured as the shape measurement. Area, perimeter, 

and centroid were the only features that were considered to measure.  

 

1) Area 

         The total number of white pixels in the image was the total area of the region of interest [9]. The white pixel  

 

 Total Pixel in Image = Width × Height = 512 × 512 

     1 Pixel = 0.264 mm 

                 Size of ROI = S = [P × 0.264 mm2]                         (1) 

               

                 P = total number of pixels in the region of interest 

 

2) Perimeter  

         A perimeter was the number of pixels of the outline of the region in an image. The sum of the distance between    

         boundary points: 

 

    P = |SnS1| +  ∑ |𝑆𝑖𝑆𝑖 + 1|𝑛−1
𝑖=1             (2) 

 

3) Centroid  

         Centroid consisted of 2 elements which were the horizontal coordinate or known as x-coordinate and the vertical  

         coordinate or known as y-coordinate. The other elements were in order of dimension for the centroids. 

 

2.4 Classifier   

The kNN was used to classify the input pattern of two classes which were Stage 1, 2, 3 and 4. After the data for the 

features were extracted, kNN classified the data in the form of a vector. kNN is a statistically-based method for data 

classification. Euclidean, Hamming, and Mahalnobis are the type of data classifications that are usually used. The 

Eucilidean formula between the sample input and member is elaborated as below:  

 
                            𝑑𝑠𝑡

2 = (𝑋𝑠 − 𝑌𝑡)(𝑋𝑠 − 𝑌𝑡)                 (3) 

 

The value for Xs was the member of the data while the Yt was the target data.  The sample data was declared as the 

input feature vector for the kNN to determine its closest members depending on the value for k. The k was the value of 

the member that the sample points will predict the result. k was depending on the parameters that were extracted. If the 

value of k is perfect it will produce a high accuracy result. For this research, 80% of the data was set as the training input 

while the other 20% was set as the sample data [10]. For the accuracy of this research the following equation was used:                                                                  

 

𝐴𝑐𝑐. (%) =  
𝑥

𝑦
 𝑋 100              (4) 

where x refers to the total number of levels correctly classified, and y refers to the total number of input data. 

 

3. Results and Discussion 

This section shows the results and discussion in sequence. Three features were used for the image pre-processing 

procedure which was the area, perimeter, and centroid. The technique was applied on 100 CT images from each patient 

with lung cancer.  
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3.1 Results of Manual Segmentation 

The most difficult part was to remove the touching object in the images. By implementing the manual segmentation 

for the images with ImageJ and Adobe Photoshop CS6, it was easier to segment the boundaries from the images. The 

image was converted into a binary image where the color only consisted of white and black. Figure 3 shows the original 

image was inverted into a binary image by using the ImageJ.  

 

 

 
(a)                                (b) 

 
Figure 3.  (a) Original image and (b) binarize image 

 

3.2   Results of Features Extraction 

The image from the patient contained four images where lung cancer was present. The objects in each image from 

the patient were not the same because some of the objects in the images were the blood capillaries. The position of the 

blood capillaries changed from one image to the next, and in some cases, it did not appear. However, while lung cancer 

also appeared in some images but not others, the position of the lung cancer always remained in the same place.  

 

This is why the centroid parameters were required to check the occurrence of the object in the image. If there were 

huge differences in the centroid from the first image that meant the object was the blood capillary while if the centroid 

were static and the difference of the centroid was only small that meant the object was a suspected cancer. Features 

extraction was one of the most important stages in this study to decide the stage of lung cancer. Three features were 

considered to be extracted from the image. 

 

 

Figure 4.  Segmented nodule 

 

The white pixel in the image that was considered as 1 was extracted to give the area of the region. The total of the 

outline of the white pixel was the perimeter value and the center of the nodule was for the centroid. The estimated features 

for the sample images were as follow: 

 

• Area: 141 

• Perimeter: 41.3 

• Centroid: 130.2099,296.2099 

 

All values were extracted in terms of pixel values only. The three features continued to be extracted from the other 

images. Table 1 shows the values that were extracted from these parameters with different images. Area, perimeter, and 

centroid would act as a base for the classification process. 
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Table1. Results for feature extraction 

Image Features 

 Area Perimeter Centroid 

Im 1 154 45.056 115,319 

Im 2 101 34.189 115,319 

Im 3 195 69.759 320,344 

Im 4 247 76.102 320,344 

 

3.3 Classification using kNN 

 

The smallest growth in the lung was the lung nodules which were measured between 5mm to 25 mm in size [15]. 

The bigger size was called the malignant nodules where the size was greater than 25mm and it also tended to grow faster 

than the lung nodules. By using the segmentation the lung nodule was detected and the features were extracted to 

determine the stages of the lung cancer. The measurement of the extent to which cancer had spread was the measurement 

of the stage of lung cancer [16]. It is important to know the staging for cancer to know how particular cancer should be 

treated.  

 

The four stages were listed in order of severity: 

a. Stage1, the cancer is only in the lung 

b. Stage 2 and 3, cancer has spread to other parts of the chest  

c. Stage 4, cancer has spread to other parts of the body from the chest 

 

The medical experts had decided to use the TNM system for the staging of non-small cell lungs. The ‘T’ was for 

the extent of the primary tumor, ‘N’ was for the regional lymph node, and ‘M’ for metastasis. Tables 2 and 3 show the 

criteria that were decided by the experts in the medical field for the classification of lung cancer stages [13]. Based on 

Table 3, the classification of lung cancer stages is all in stage 2 since all the subjects were chosen randomly. 

 

Table 2. Stages of cancer 

Primary 

Cancer 

Criteria 

C1 X < 3 cm 

C2 < 3 cm × < 7 cm 

C3 X > 7 cm 

C4 Any size larger than above 

 

Table 3. Classification results 

Image Area Perimeter Centroid Stages 

Im1 154 103.254 155,299 2 

Im2 164 81.296 150,298 2 

Im3 118 96.679 130,296 2 

 

 

3.4 Evaluating the Performance 

Based on the classification for the stage of the tumor, the system was evaluated by using the substitution losses in 

the classification. The kNN predicted that the incorrect classification was 37/2000 or 0.0185. So, therefore, the accuracy 

of the study was 98.15%.  
    

4. Conclusion 

This study was successfully carried out to classify the lung cancer stages using kNN. Three features were extracted 

which were area, perimeter, and centroid. The set of data with these features were used as inputs for lung cancer 
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classification. Based on the analysis of the results, the kNN method has a high accuracy of 98.15%. The results show that 

this research has the potential to determine the stages of lung cancer.  Future work should focus on the data collection so 

that it can classify different stages of lung cancer. 
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